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Thomas Bayes (1702–1761) was the eldest son of the Reverend Joshua Bayes, one of the first nonconformist ministers to be 
publicly ordained in England. The younger Bayes spent the last thirty years of his comfortable, celibate life as Presbyterian 
minister of the meeting house, Mount Sion, in the fashionable town of Tunbridge Wells, Kent. Little is known about his 
personal history, and there is no record that he communicated with the well-known scientists of his day. Circumstantial 
evidence suggests that he was educated in literature, languages, and science at Coward’s dissenting academy in London 
(Holland 1962). He was elected a fellow of the Royal Society in 1742, presumably on the basis of two metaphysical tracts he 
published (one of them anonymously) in 1731 and 1736 (Barnard 1958). The only mathematical work from his pen consists of 
two articles published posthumously in 1764 by his friend Richard Price, one of the pioneers of social security (Ogborn 1962). 
The first is a short note, written in the form of an undated letter, on the divergence of the Stirling (de Moivre) series ln(z!). It 
has been suggested that Bayes’ remark that the use of “a proper number of the first terms of the … series” will produce an 
accurate result constitutes the first recognition of the asymptotic behavior of a series expansion (see Deming’s remarks in 
Bayes [1764] 1963). The second article is the famous “An Essay Towards Solving a Problem in the Doctrine of Chances,” with 
Price’s preface, footnotes, and appendix (followed, a year later, by a continuation and further development of some of Bayes’ 
results). 

The “Problem” posed in the Essay is: “Given the number of times in which an unknown event has happened and failed: 
Required the chance that the probability of its happening in a single trial lies somewhere between any two degrees of 
probability that can be named.” A few sentences later Bayes writes: “By chance I mean the same as probability” ([1764] 1963, 
p. 376). 

If the number of successful happenings of the event is p and the failures q, and if the two named “degrees” of probability are b 
and f, respectively, Proposition 9 of the Essay provides the following answer expressed in terms of areas under the curve xp(1 - 
x)q: 

This is based on the assumption (Bayes’ “Postulate 1”) that all values of the unknown probability are equally likely before the 
observations are made. Bayes indicated the applicability of this postulate in his famous “Scholium”: “that the … rule is the 
proper one to be used in the case of an event concerning the probability of which we absolutely know nothing antecedently to 
any trials made concerning it, seems to appear from the following consideration; viz. that concerning such an event I have no 
reason to think that, in a certain number of trials, it should rather happen any one possible number of times than another” (ibid., 
pp. 392–393). 

The remainder of Bayes’ Essay and the supplement (half of which was written by Price) consists of attempts to evaluate (1) 
numerically, (a) by expansion of the integrand and (b) by integration by parts. The results are satisfactory for p and q small but 
the approximations for large p, q are only of historical interest (Wishart 1927). 

Opinions about the intellectual and mathematical ability evidenced by the letter and the essay are extraordinarily diverse. Netto 
(1908), after outlining Bayes’ geometrical proof, agreed with Laplace ([1812] 1820) that it is ein wenig verwickelt (“somewhat 
involved”). Todhunter (1865) thought that the résumé of probability theory that precedes Proposition 9 was “excessively 
obscure.” Molina (in Bayes [1764] 1963, p. xi) said that “Bayes and Price … can hardly be classed with the great 
mathematicians that immediately preceded or followed them,” and Hogben (1957, p. 133) stated that “the ideas commonly 
identified with the name of Bayes are largely [Laplace’s].” 

On the other hand von Wright (1951, p. 292) found Bayes’ Essay “a masterpiece of mathematical elegance and free from … 
obscure philosophical pretentions.” Barnard (1958, p. 295) wrote that Bayes’ “mathematical work … is of the very highest 
quality.” Fisher ([1956] 1959, p, 8) concurred with these views when he said Bayes’ “mathematical contributions … show him 
to have been in the first rank of independent thinkers. …” 

The subsequent history of mathematicians’ and philosophers’ extensions and criticisms of Proposition 9—the only statement 
that can properly be called Bayes’ theorem (or rule)—is entertaining and instructive. In his first published article on probability 
theory, Laplace (1774), without mentioning Bayes, introduced the principle that if Pj is the probability of an observable event 
resulting from “cause” j (j = 1, 2, 3, …, n) then the probability that “cause” j is operative to produce the observed event is 



This is Principle III of the first (1812) edition of Laplace’s probability text, and it implies that the prior (antecedent, initial) 
probabilities of each of the “causes” is the same. However, in the second (1814) edition Laplace added a few lines saying that 
if the “causes” are not equally probable a priori (2) would become 

where ωj is the prior probability of cause j and pj is now the probability of the event, given that “cause” j is operative. He gave 
no illustrations of this more general formula. 

Laplace (1774) applied his new principle (2) to find the probability of drawing m white and n black tickets in a specified order 
from an urn containing an infinite number of white and black tickets in an unknown ratio and from which p white and q black 
tickets have already been drawn. His solution, namely, 

was later (1778–1781; 1812, chapter 6) generalized by the bare statement that if all values of x are not equally probable a 
factor z(x) representing the a priori probability density (facilité) of x must appear in both integrands. However, Laplace’s own 
views on the applicability of expressions like (4) were stated in 1778 (1778–1781, p. 264) and agree with those of Bayes’ 
Scholium: “Lorsqu’on n’a aucune donnée a priori sur la possibilité d’un événement, il faut supposer toutes les possibilityés, 
depuiszéro jusqu’àl’unité, également probables. …” (“When nothing is given a priori as to the prob-ability of an event, one 
must suppose all probabilities, from zero to one, to be equally likely. …”) Much later Karl Pearson (1924, p. 191) pointed out 
that Bayes was “considering excess of one variate … over a second … as the determining factor of occurrence” and this led 
naturally to a generalization of the measure in the integrals of (1). Fisher (1956) has even suggested that Bayes himself had this 
possibility in mind. 

Laplace’s views about prior probability distributions found qualified acceptance on the Continent (von Kries 1886) but were 
subjected to strong criticism in England (Boole 1854; Venn 1866; Chrystal 1891; Fisher 1922), where a relative frequency 
definition of probability was proposed and found incompatible with the uniform prior distribution (for example, E. S. Pearson 
1925). However, developments in the theory of inference (Keynes 1921; Ramsey 1923–1928; Jeffreys 1931; de Finetti 1937; 
Savage 1954; Good 1965) suggest that there are advantages to be gained from a “subjective” or a “logical” definition of 
probability and this approach gives Bayes’ theorem, in its more general form, a central place in inductive procedures (Jeffreys 
1939; Raiffa & Schlaifer 1961; Lindley 1965). 

Hilary L. Seal 

[For the historical context of Eayes’ work, seeStatistics, article onthe history of statistical method; and the biography 
ofLaplace. For discussion of the subsequent development of his ideas, seeBayesian inference; Probability; and the biographies 
ofFisher, R. A.; andPearson.] 
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